[06/05/2014 2:00:37 PM] Caroline Barnes: Hi everyone!  Welcome to our CRM Skype chat about performance!
 [06/05/2014 2:01:00 PM] Caroline Barnes: We have a big group today, so let's go ahead and get rolling.  First, I'd like to introduce our performance team, who are joining us today!
[06/05/2014 2:01:11 PM] Caroline Barnes: Len Wyatt and David Hendershot are here with us.
[06/05/2014 2:01:31 PM] Caroline Barnes: They are interested in hearing about what you're seeing in terms of performance in CRM.
[06/05/2014 2:01:47 PM] Caroline Barnes: Before we start discussing that, would you all mind introducing yourselves with your name, organization and role?
[06/05/2014 2:02:12 PM] Mike Cicerone: Mike Cicerone - Boston University - BBEC Application Administrator
[06/05/2014 2:02:57 PM] Thomas Lee: Thomas Lee - The Ohio State University - Business Systems Analyst
[06/05/2014 2:03:12 PM] Allison Oswald: Allison Oswald - University of Michigan - Project Coordinator
[06/05/2014 2:03:24 PM] Barbara Laane: Hi this is Barb Laane, Technology Programs Manager with Feeding America
[06/05/2014 2:03:43 PM] Daniel Temesgen: Daniel Temesgen - The Nature Conservancy - DBA
[06/05/2014 2:04:23 PM] Clare Cooley: Clare Cooley - University of Georgia - Web Developer
[06/05/2014 2:04:26 PM] Samuel Lufi: Caroline, I have an invitation for tihs time today on my calendar, but the group is suspiciously quiet. I have missed something?
[06/05/2014 2:04:28 PM] Pamela Thompson-Cook: Pam Thompson-Cook - The OSU - Business Analyst
[06/05/2014 2:04:53 PM] Tanya Crowe: Tanya Crowe - University of Georgia - Application Programmer
[06/05/2014 2:05:04 PM] Samuel Lufi: oh, weird - a bunch of message just loaded. Sorry!
[06/05/2014 2:05:10 PM] Caroline Barnes: @sam - great!
 [06/05/2014 2:05:40 PM] Samuel Lufi: Sam Lufi, American Bible Society, Manager Prospect Research and Management
[06/05/2014 2:05:56 PM] Mary Ann Wrana: Mary Ann Wrana, Business Analyst from Simon Fraser University
[06/05/2014 2:06:05 PM] Len Wyatt: Hi all!  This is Len Wyatt.  David and I are on the CRM Performance Team, and today we'd like to hear your performance stories.  We know not to expect they will all be good news, but usually we only hear about cases that have escalated because they are sreious issues for some customer.  What we hope to find out today is what is happening at other of sites, that maybe we don't hear about.
[06/05/2014 2:06:14 PM] Mary TNC: Mary Arras, Senior System Engineer The Nature Conservancy
[06/05/2014 2:07:23 PM] Caroline Barnes: all - before we start sharing questions/comments, I do want to put one ground rule out there:
[06/05/2014 2:07:29 PM] Yaohui Lu: Hi everyone, this is Catherine Lu. I am a software quality engineer under Len's team here at Blackbaud. I am glad to join the group to hear what performance issue you all might experience at your work with CRM.
[06/05/2014 2:07:55 PM] Caroline Barnes: if you're responding to someone else specifically, please make sure to use the @ symbol, so we know who you're speaking to.  So if I ask a question and you want to respond, just say "@caroline" first!
 [06/05/2014 2:08:23 PM] Mike Cicerone: @Len and David: I asked one of our business users, the director of gifts and records, and his response about performance was: 
The biggest performance issue I can think of is running queries and data lists if you’re not an admin. 
Data lists like: export definitions, exports, ad hoc query, etc. keep timing out. 

The other thing is opening and committing of enhanced revenue batches that are over 30 transactions. It can take almost 10-12 minutes sometimes to open a batch of 100 items
 [06/05/2014 2:08:59 PM] Barbara Laane: @len and @david, our biggest concern here is queries as well that time out.
 [06/05/2014 2:09:32 PM] Mike Cicerone: @Len and David: He also noticed another performance issue where every day, sometime between 12 and 1pm, the system just crawls.
 [06/05/2014 2:10:03 PM] Barbara Laane: @len and @David, we also experience very similar issues as  Mike brought up about enhanced revenue batches with opening batches as well as validating those batches when there are a number of records out there.
[06/05/2014 2:10:34 PM] Allison Oswald: @Len and David: Seeing similar performance issues with ERB batches
[06/05/2014 2:10:48 PM] Duane Williams: Duane Williams - WWOZ - Development
[06/05/2014 2:11:03 PM] David Hendershot: @barb When you say that queries time out, do you mean specifically Ad-Hoc Queries and processes that use Ad-Hoc queries or form loads in general?
[06/05/2014 2:11:04 PM] Len Wyatt: @mike is there something that happens every day at that time?  More users, or a business process, or something?  The fact that it's a regular time is curious.
[06/05/2014 2:11:44 PM] Mike Cicerone: @Len: We dont see any busines sprocess on our end whenever this happens. nothing seems out of the ordinary
[06/05/2014 2:12:01 PM] Barbara Laane: @David, these are ad hoc queries and especially ad hoc queries where there is another query that was saved off and you now select your criteria with an exists clause.
[06/05/2014 2:12:27 PM] Tanya Crowe: @Mike, @Barbara, @Allison:  What versions and web vs. smart-client are you guys using?  I don't think that we (at UGA) are having those kind of issues w/ batches.
[06/05/2014 2:12:44 PM] Allison Oswald: @Live DART 3.0
[06/05/2014 2:12:55 PM] Barbara Laane: @Tanya, we are onre CRM 3.0 and this is through the webshell.
[06/05/2014 2:13:01 PM] Allison Oswald: @Live: webshell
[06/05/2014 2:13:07 PM] Mike Cicerone: @Len: We were wondering if blackbaud does something around noon to cause it. we are a hosted environment with the servers in the boston data center
[06/05/2014 2:13:40 PM] David Hendershot: @Allison, @Mike, @Barb Slow ERB opening with "large" row counts is something we'd like to investigate. While each row load should add a linear amount of time, a large scale up could point towards a different kind of issue and we'd like to isolate it if possible. Is there a specific kind of revenue you are seeing these slow loads with (e.g. organizations with large numbers of matching gifts) or is it all revenue?
[06/05/2014 2:14:15 PM] David Hendershot: @Mike This is something we can check with the DBAs on. Have you all filed a case to have it investigated?
[06/05/2014 2:14:25 PM] Barbara Laane: @David, we are doing revenue with these gifts or pledges.  So I haven't seen a lot of matching gifts in our batches.
[06/05/2014 2:14:53 PM] Len Wyatt: @mike That is something we'l have to check with SDO about.  As David just asked, is there as case open about that?
[06/05/2014 2:14:54 PM] Allison Oswald: @David: Seems all our Revenue batches are slow to either load, validate, or commit
[06/05/2014 2:15:01 PM] Mike Cicerone: @Tanya: revenue batches that are over 30 tranactions
[06/05/2014 2:15:18 PM] Mike Cicerone: @Tanyan: 2.9.1001 hosted
[06/05/2014 2:16:05 PM] Barbara Laane: @Len, I alos know that I get timed out a lot when I'm running as someone else and want to see how things react as them.  It seems the timeout window is pretty short and then I need to just close out of the window, go back to my user id and re-enter my password.
[06/05/2014 2:16:10 PM] Mike Cicerone: @Len: Sachin is a part of the discovery around the revenue batch issue
[bookmark: _GoBack] [06/05/2014 2:16:57 PM] Mike Cicerone: @Everyone: We have a problem we are working through right now where export definition screen is timing out for 5 users.
[06/05/2014 2:17:46 PM] Mike Cicerone: @Everyone: we upped the timeout period to 5 minutes but ive noticed the screen throws the error after 2-3 minutes. yes i;ve actually used a stop watch ha ha ha
[06/05/2014 2:18:39 PM] Allison Oswald: @Everyone: anyone have issues with Revenue application details being very slow to load?
[06/05/2014 2:19:09 PM] David Hendershot: @Allison on the revenue page or in batch?
[06/05/2014 2:19:18 PM] Allison Oswald: @David: on the revenue page
[06/05/2014 2:20:42 PM] Len Wyatt: We have heard a lot about revenue batch issues.  The development team is interested in knowing more details about what operations specifically are slow, and how many records are involved.  What I saw above is >30 records.  Is that consistent with other peoples' experience?
[06/05/2014 2:21:32 PM] Barbara Laane: @Len, yes I would say above 30 records is a pretty good benchmark here as well.
[06/05/2014 2:21:56 PM] mischabellas mom: we are also having issues with data exports and ad hoc queries timing out and constituent validation is extremely slow
[06/05/2014 2:22:53 PM] Mike Cicerone: @Everyone: We had a problem of queries timming out due to OR statements in them. Blackbaud gave us a workaround to get over that hurdle that has helped a lot
[06/05/2014 2:23:03 PM] Len Wyatt: @barbara:  Are you an administrator?  I'm guessing you have actions that work for you but are too slow for regular users...  Is that right?
[06/05/2014 2:23:11 PM] Barbara Laane: @Allision, I just searched for a revenue transaction in our production environment and dived into revenut applicaton detals and it seems ok.
[06/05/2014 2:23:35 PM] Allison Oswald: @barbara: ours take an average of 1-3 minutes to load
[06/05/2014 2:23:45 PM] Barbara Laane: @Len, yes.  I'm an administrator.  So the issues for me are not as pronounced as for other users that are not administrators.  But I have also witnessed timeouts.
[06/05/2014 2:24:35 PM] Thierry Willner: We are seeing the same kind of behaviors where adhoc ran by non administrator return results much slower
[06/05/2014 2:24:47 PM] Clare Cooley: @Mike - Really? Is it something they did, or taught you to do when constructing queries?
[06/05/2014 2:25:16 PM] Mike Cicerone: @Clare: Taught us to do. it is an article on blackbaud.com. ill try to look for the link
[06/05/2014 2:25:28 PM] Len Wyatt: @Everyone:  @mike made a good point about OR statements.  We have an article about that on the CRM Community site.
[06/05/2014 2:25:55 PM] Clare Cooley: @Mike - oh, okay. I might know what you're talking about there...
[06/05/2014 2:26:54 PM] Mike Cicerone: @Everyone: http://www.blackbaudknowhow.com/blackbaud-crm/use-merge-selections-to-improve-query-selection-performance.htm
[06/05/2014 2:27:37 PM] Barbara Laane: @Everyone.  I have to leave for another meeting, but sharing was really good today.
[06/05/2014 2:28:36 PM] Caroline Barnes: @barb - thanks for joining :)
[06/05/2014 2:29:10 PM] Murel Warren: @Len, @Mike - Murel Warren with LCMS as Applications Support Analyst.  We've seen issues occur noonish, so also have wondered about any server issues since we're hosted in Boston as well.
[06/05/2014 2:29:15 PM] Clare Cooley: @Len - I noticed that one of our correspondence processes took well over an hour, and I tried an ad-hoc query that it used, which took a very long time, so I wrote the selection as a table-valued function, which ran much quicker, but the correspondence process still took over an hour.
[06/05/2014 2:30:13 PM] Len Wyatt: @Everyone - Queries that run slower when run by non-admins is a theme we have heard before.  It something we need to look into more.  Are there any patterns you see about when it happens, what specific operations?  Or is it just "all the time"?
[06/05/2014 2:30:18 PM] Mike Cicerone: @Murel: interesting
[06/05/2014 2:31:00 PM] mischabellas mom: claretlc_1 - how did you do a table valued function in an ad hoc query?
[06/05/2014 2:31:09 PM] Mike Cicerone: @Len: usually a lot of filters in the query triggers it. I've seen some queries with a small amount of filters but most of them were OR sttements
[06/05/2014 2:31:40 PM] Murel Warren: @Mike - Especially when seeing any daily or weekly trends of slowness or stopped processes, which has occurred and reported to the case.
[06/05/2014 2:32:41 PM] Cassidy Eaton: @Len, most of the time with our queries that run slow it is due to including filters on the recognition credit node.  We have a BB Case on this issue
[06/05/2014 2:32:45 PM] Len Wyatt: @muriel, @mike:  The whole "noon" thing is really interesting, and I have not heard it before.  This would seem to merit a little chat with SDO.
[06/05/2014 2:33:08 PM] Mike Cicerone: @Len: Definately.
[06/05/2014 2:34:21 PM] Caroline Barnes: @mike @murel @len - I can help facilitate with What environment? (ie. Production, Development, Staging)
[06/05/2014 2:34:21 PM] Caroline Barnes: What login is the client using?
[06/05/2014 2:34:21 PM] Caroline Barnes: When did this start occurring?
[06/05/2014 2:34:21 PM] Caroline Barnes: Is it happening for other users?
[06/05/2014 2:34:21 PM] Caroline Barnes: Has it been duplicated?
[06/05/2014 2:34:21 PM] Caroline Barnes: Is it happening from more than one location?
[06/05/2014 2:34:24 PM] Craig Hughes: Is everyone on this call have their servers hosted at SDO? At the UW we use a hosting provider.
[06/05/2014 2:34:42 PM] Caroline Barnes:  @mike @len @murel - sorry about that - I'll help follow up with Hosting after this session today :)
[06/05/2014 2:35:01 PM] Clare Cooley: @lisap - I created a selection from a table-valued function instead of using the ad-hoc query.
[06/05/2014 2:35:01 PM] Tanya Crowe: @Craig - UGA hosts itself.
[06/05/2014 2:35:24 PM] Pamela Thompson-Cook: @Craig - THe OSU hosts itself also
[06/05/2014 2:35:50 PM] Cassidy Eaton: @Craig - U-M hosts itself
[06/05/2014 2:36:03 PM] mischabellas mom: we are not hosted by Blackbaud, we have our own environment and we are having the same query and export issues - we do not have the issue with slowness at noon
[06/05/2014 2:36:33 PM] Mary TNC: @Caroline We are not in production yet but we are hosting ourselves.
[06/05/2014 2:36:45 PM] Allison Oswald: UM experiences slowness in the afternoon
[06/05/2014 2:37:20 PM] Len Wyatt: Just to clarfiy about the "noon" thing...  Are we all talking about Noon Eastern TIme?  :)
[06/05/2014 2:37:41 PM] Mike Cicerone: @Len: Yes EST Boston time
[06/05/2014 2:39:41 PM] Pamela Thompson-Cook: @Len and Dave - at The OSU - a common theme on user help desk tickets is system slowness; Our gift processing area does many constituent record look ups as part of their daily tasks - they say records with lots of activity  ex. commitments and gifts take a long time to display  and  people with lot of revenue history can take minutes for data to display on screen -- BTW we are on BBEC 2.94
[06/05/2014 2:40:01 PM] Murel Warren: @Caroline, @Mike, @Len:  Environment of concern is Production and noon EST and thereafter.  Recently this has occurred on Tuesdays with Constituent searches using the constituent ID.  This happened for a couple of weeks, but not since the last two weeks.
[06/05/2014 2:40:12 PM] Allison Oswald: @Thompson: Same here but in BBEC 3.0
[06/05/2014 2:41:21 PM] Allison Oswald: @Thompson: Records can take up to 15 minutes to load or even time out
[06/05/2014 2:42:52 PM] Len Wyatt: @clare:  To clarify (I don't know the UI all that well) You rewrote the ad-hoc query for correspondence as SQL statements?
[06/05/2014 2:43:15 PM] Pamela Thompson-Cook: @allison - wow!!  our GP office staff have become experts in ad-libbing while on a customer call waiting for their data to display on the screen!!
[06/05/2014 2:43:38 PM] Allison Oswald: @Thompson: we can second that!
[06/05/2014 2:45:04 PM] Thierry Willner: @allison: sorr if you already answered, but are you self hosted?
[06/05/2014 2:45:19 PM] Allison Oswald: @Thierry: Yes we are
[06/05/2014 2:45:31 PM] Murel Warren: Just off the weekly conference call with our TAM.  The subject of performance was discussed since we do have a couple of outstanding cases, although the problems seem resolved now.
[06/05/2014 2:46:14 PM] Clare Cooley: @Len - No, I'm saying that  the correspondence process was using an ad-hoc query to create a selection to restrict the number of people who receive the correspondence, and that ad-hoc query was quite slow, but when I replaced it with something faster, it didn't help speed up the correspondence process.
[06/05/2014 2:47:23 PM] Caroline Barnes: @murel - so for you guys, the main thing is that noon slow-down?
[06/05/2014 2:48:50 PM] Len Wyatt: @clare - Ok, thanks.  The whole correspondence area I don't know much about; will have to ask around more.
[06/05/2014 2:49:19 PM] Murel Warren: @Caroline - Yes for Production for const. searches.  We've also had issues with overnight marketing efforts fail for the last 3 Wednesdays, which seems odd and being investigated.  Yesterday we had problems with the hosted DEV timing out.
[06/05/2014 2:50:01 PM] Caroline Barnes: @murel - ok - I'll have to check out your open cases :)
[06/05/2014 2:50:46 PM] Murel Warren: @Caroline - Our TAM, Anne Marie, can catch you up on things.
[06/05/2014 2:51:33 PM] Caroline Barnes: @murel - cool, I'll make sure to chat with her!
[06/05/2014 2:52:30 PM] Caroline Barnes: Anyone have anything else you'd like to bring up whiile we have our experts here with us?
[06/05/2014 2:53:03 PM] Len Wyatt: Let me try to summarize what I'm hearing...  Give me a shout if I've missed something.
The common areas are:

Revenue batches, especially with >30 records
Ad-hoc query (or anything dependent on ad-hoc query), especially for non-admin users
For hosted customers, slow-downs at Noon Eastern Time
Constituent Searches
[06/05/2014 2:53:41 PM] Mike Cicerone: @Len: Sounds right
[06/05/2014 2:54:03 PM] Allison Oswald: @Len: slow to load application details on revenue record and slow to load constituent records with a large number of gifts
[06/05/2014 2:54:15 PM] Murel Warren: Sometimes in the past we've had responsiveness issues reported, so before contacting BB Support we would run a tracert login.blackbaudondemand.com from the cmd prompt to see the route over the Internet.  It would explain things.
[06/05/2014 2:54:53 PM] Mike Cicerone: @Len: Data lists timing out such as export definitions, exports, ad hoc query
[06/05/2014 2:54:55 PM] Clare Cooley: @Len - and if you can find out anything about correspondence processes, that would be great...
[06/05/2014 2:56:08 PM] Len Wyatt: @clare - understood.  I was just trying to list the most common things, but we will have the whole conversation to review as well.
[06/05/2014 2:57:09 PM] Clare Cooley: @Len - thanks! We have seen datalists time out, too...
[06/05/2014 2:57:37 PM] Caroline Barnes: @len @all - I'll be putting together a summary and sending it out to everyone as usual, so we'll make sure to hit all the points that were brought up :)
[06/05/2014 2:57:47 PM] Mike Cicerone: @Blackbaud Crew: Thanks for listening and looking into these items
[06/05/2014 2:57:55 PM] Len Wyatt: Ok, datalist timeouts is promoted to the "common" list!  :)
[06/05/2014 2:58:12 PM] Caroline Barnes: @mike - thanks for being here and sharing with us!
[06/05/2014 2:58:58 PM] Len Wyatt: THis has been valuable.  LIke I said at the start, it's useful to understand the typical experience, not just the escalted cases.
[06/05/2014 2:59:45 PM] Clare Cooley: @Len,David, Caroline - thank you very much!
[06/05/2014 3:00:10 PM] Caroline Barnes: @everyone - thank you so much for joining and sharing, and a HUGE thank you to Len and her team for being here!!
[06/05/2014 3:00:10 PM] Murel Warren: @LEN:  The BB Support Team is great at helping troubleshoot issues identifying problem fields, etc, that slow down the datalist processing.
[06/05/2014 3:00:26 PM] jan shorter: @Everyone:Jan Shorter - City of Hope -- we had a problem opening revenue  batches of more than 30 items - in v.2.7 a took a few seconds and in 2.94 several minutes.  Just ran a script last month that fixed the issue and now 50 item batch is taking under 30 seconds.  We are also hosted and have issues with performance on big exports, complex queries and with reports opening multiple tables if index stats are stale
[06/05/2014 3:02:14 PM] David Hendershot: @Jan Were you provided this script from Blackbaud?
[06/05/2014 3:04:31 PM] Len Wyatt: @jan I'd like to know more about that script...
[06/05/2014 3:08:07 PM] Caroline Barnes: @len @david @jan - I'm not able to see any further response from Jan about this - is my screen just not refreshing?
[06/05/2014 3:08:25 PM] Caroline Barnes: we can always follow up offline (I can reach out to Jan to get more detail about the script)
[06/05/2014 3:09:53 PM] Clare Cooley: @Caroline,David, Len - That script sounds a little bit familiar - like it may have been shared with us, also. Jeff is out right now, but I'll try to ask when he gets back.
[06/05/2014 3:10:11 PM] Caroline Barnes: @clare - thanks!
[06/05/2014 3:10:39 PM] Len Wyatt: A follow-up about that script would be interesting.  We don't seem to know aobut it in the perf team!  Awkward.
[06/05/2014 3:11:00 PM] David Hendershot: @Len @Caroline @Clare I can try to find the case too and see if it was something Blackbaud provided. If it is, we can determine if it's something that we can generalize for everyone experiencing these issues.
[06/05/2014 3:11:25 PM] Caroline Barnes: @david - good deal, we'll figure it out.
[06/05/2014 3:11:37 PM] Caroline Barnes: Well, for everyone who's still around: thank you for joining today!!!
[06/05/2014 3:12:10 PM] Len Wyatt: And thanks for organizing, Caroline!
[06/05/2014 3:12:23 PM] Caroline Barnes: @len - any time :)
[06/05/2014 3:12:56 PM] Clare Cooley: @All - thanks! Bye!
[06/05/2014 3:13:13 PM] Caroline Barnes: @clare - have a good one!  thanks for joining, as always!
