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Text Processing and Machine Learning

Handling Unstructured Data 
Preprocessing of Textual Data Customized WordList Customized Dictionary
Tokenizing Stemming Filtering of Tokens Term Frequencies 
Document Frequencies n-Grams TF-IDF 
3 More Text Mining Extensions

Advanced Modeling 
Methods for High Dimensional Data Support Vector Machines   
word2vec Latent Dirichlet allocation (topic modeling) Extract sentiment
Text Classification Text Clustering Association Analysis
Auto Model Deep Learning Random Forest Gradient Boosting Trees ……

Web Mining 
Crawling the Web Transforming Web Sites to Documents 
Information Extraction
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TF-IDF
Term Frequency (TF) is simply the ratio of the occurrence of each word token to the total 
number of word tokens in the document. 
Inverse Document Frequency (IDF) offers another way to look at word tokens relative to the 
entire corpus than relative to other word tokens in a single document.

Main process

Inside "Process Documents"
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Latent Semantic Analysis (LSA)
Latent Semantic Analysis is a technique for creating a vector representation of a document. Latent 
Semantic Analysis takes tf-idf one step further. "Latent Semantic Analysis (LSA)" and "Latent Semantic 
Indexing (LSI)" are the same thing, with the latter name being used sometimes when referring 
specifically to indexing a collection of documents for search ("Information Retrieval").

You can inspect LSA results (tf-idf + SVD) for the news feed 
data by checking the 1st component (SVD_1) in the SVD 
matrix, and look at the terms which are giving the highest 
weight (Abstract value of SVD Vector 1) by this component. 
E.g. Terms from news about U.S. and China trade tariff

https://en.wikipedia.org/wiki/Latent_semantic_analysis
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word2vec
One of the key problems of text mining is that distances between words are hard to define. How
should an algorithm know that "beautiful" and "gorgeous" have the same meaning? Or do they
have similar connotations but have different meanings?

Word2Vec is a word vector algorithm which attempts to tackle this problem. An operator
takes a word and turns it into a vector. This Word2Vec can be associated with the
“meaning” of a word. More info: https://community.rapidminer.com/t5/RapidMiner-
Studio-Knowledge-Base/Synonym-Detection-with-Word2Vec/ta-p/43860
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Latent Dirichlet allocation (LDA)
Topic models provide a simple way to analyze large volumes of unlabeled text. A "topic" 
consists of a cluster of words that frequently occur together. Using contextual clues, topic 
models can connect words with similar meanings and distinguish between uses of words 
with multiple meanings.
LDA operator from operator toolbox extension allows you to identify topics in documents.
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Entity Recognition

Using the Text mining extension and coupled process documents operators, we can 
build a process for entity extraction.

First step is to Process documents from data (e.g. a csv file 
contains all target names). Using the word list output from 
step one, we connect it to a Process Documents operator 
to extract the word list from the text (fracking news).

Example wordlist created for company names


